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1 Introduction

1.1 Background

The ability to secure information is important to all organizations. In light of the recent legislation involving California citizens, the need to secure information must support regulatory guidelines as well as best practices to ensure proper data management. This paper attempts to address some of the issues around information security as it relates to information that is considered confidential and therefore demands protection to protect the privacy of individuals.

1.2 Audience

The readership for this paper (in its current form) is intended to be the Consulting Services staff at CompuMentor.
1.3 Overview

The approach of this paper is somewhat abstract and it is important that the reader be aware of this from the outset.  We began with the task of addressing the problem of better understanding how non-profit organizations (NPOs) can implement greater security for their data using sustainable and affordable processes and tools.  Being unfamiliar with the specifics of the NPO sector and with the main database products being used by them, what we have accomplished here is to discuss some of the salient issues in information security and guidelines on how to address these issues.  The reader is advised to apply these guidelines to projects that they have experience with and to work with us towards a more specific set of practices for NPOs.

We begin by discussing a Californian regulatory requirement on information security (SB 1386) that many NPOs will need to address.  Using this as motivation we discuss a mechanism for assessing risk in an organization.  The main point of this paper is that once threats and risks have been assessed, mitigation strategies should be developed using a combination of policy, procedure and technology. We cannot stress enough, the importance for an organization to develop a security posture by formulating policies and procedures and using technology in the most cost effective way to support its policies.  The consultants at CompuMentor are uniquely placed to assist NPOs in this strategy by providing a phased approach that will suit organizations whose focus is such that they will most likely fail to see the value of developing this infrastructure on their own.  

The hope is that even if only following some of the guidelines outlined below are followed, an organization will have some semblance of a security program (if they had none before). This framework can be reworked to build it into a program by incorporating additional elements over time. Subsequent risk assessments, policy creation and dissemination, and technology appraisal and implementation can serve to support this maturation.

2 California Senate Bill 1386
SB 1386 is Senate Bill 1386 in the state of California (see [1] and [2]). Introduced by Senator Steve Peace and Assemblyman Joe Simitian of the California Senate and Assembly, respectively, SB 1386 amends existing Civil Code to provide Californians immediate notification, when confidential information about them has been compromised due to a breach on any computer system that stores such information, and this breach is discovered.

Passed, almost unanimously, by the California Senate and Assembly, and approved by the Governor, this Bill is now Chaptered, so as to become part of California law.  
SB 1386 impacts any business, government or non-profit agency, or individual (regardless of their physical location) that stores confidential information about California residents on their computers.
2.1 Confidential Information
The information that SB 1386 regards as being confidential includes:
· Social Security Numbers
· California Driver’s License Numbers 

· Identification Card Numbers

· Account Numbers

· Credit or Debit card numbers

Passwords, PINs or other similar information that would permit access to a person’s financial account.

Information that is lawfully available to the general public, from government records, is not considered confidential personal information.  Note that this implies that addresses (physical as well as email), telephone numbers and other public forms of contact details are not covered by SB 1386.
2.2 What constitutes a breach of a computer system?

Any unauthorized access of a computer and its data, constitutes a breach of a computer system.

Typically, if a policy exists within a business or agency detailing authorized access to a computer and its data (see for example 4.1), any access outside the scope of that policy is unauthorized. The policy itself need not be a written one – although a written policy would indicate sophistication on the part of the business or agency. The use of any authentication scheme – such as a User ID and a Password – is an implementation of a de facto security policy. Anyone that does not have a legitimate user ID and password to access such a system and its data has breached the system when they do so.
Note that if an organization does not monitor their systems and thus, does not detect a breach, they will be seen to be shirking their responsibility to exercise a certain level of care in protecting their information (especially information deemed confidential).  In such a situation they may
  be accused of negligence.  More to the point, undetected intrusions causing compromise of a company’s data will undoubtedly lead to much greater damage to the company’s reputation, than if they had followed standard security principles, yet had a breach and disclosed it voluntarily.
2.2.1 Managed Services

Even in a situation where an organization does not own the computers containing the data, but “license” or “use” them for a fee from a service provider, the data that is stored on that computer, belongs to the organization. As such, they are still responsible if a breach occurs on the service provider's computer.

If the Service Level Agreement (SLA) between the organization and the service provider does not include any provisions for breaches of the service provider's computer, the organization will now need to negotiate and include such a provision to comply with the law.

If the contract with the service provider clearly states that the organization does NOT own the data, then it would become the service provider's responsibility to comply with SB 1386.
2.2.2 When does SB 1386 not apply?

When confidential data is encrypted on a computer, and in the transmissions between the computer and its authorised users, the organization may be exempted from disclosure.  Note the emphasis on the word “may” – this is due to the following:

· While the letter of the law does not specify what kind of encryption is deemed acceptable, the spirit and intent of the law, clearly, is to deter identity thieves from misusing such information should they get their hands on it. If the encryption can be proven to have not lived up to this intent, the organization may still be considered negligent, and thus, liable. 
·  Additionally, if one chooses to encrypt the data, remember that every copy of the data must be similarly encrypted to create the baseline hurdle; otherwise, it will be extremely difficult to prove that the organization was diligent in protecting the data, while the copy on the laptop of an executive, or a programmer, was unencrypted
.
Another scenario in which SB 1386 disclosure rules may not apply is the following:  the databases that maintain confidential data about Californians are separated from those that store information relating to the identity of the individuals.  Thus, an attacker stumbling upon social security or account numbers will not know who these numbers belong to – thereby making identity theft more difficult.  
However, identification numbers without associated identity is meaningless to an application.  Thus, while this association may be broken apart, there must still be a way to recover the association when required by a legitimate user or application.  This is an elegant solution to the problem but is a non-trivial task which may effect every application that uses the databases.

2.3 What must be done if a breach is discovered?
Any organization that must comply with SB 1386 should formulate a policy and a plan for SB 1386 compliance.  The lack of such will surely result in a very inefficient system for tracking and responding to incidents and will open up the organization to civil damages through lawsuits.  
The policy documents must specify what to do before, during and after a breach event.  SB 1386 mandates that a notice must be sent out to every Californian whose confidential information is potentially impacted by this breach.  This notification should be done in the most expedient manner, and without unreasonable delay.  While legal counsel should be consulted on the exact nature of the notice, it is our understanding that either direct mail or a combination of all of the following mechanisms may be used:

· E-mail;

· Posting on a publicly-accessible website;

· Notification to major state-wide media such as newspapers, television and radio. 
2.4 What should an organization do to comply with SB 1386?
All mandatory statutes incur costs on businesses; however, shrewd businesses will recognize that the cost of disclosure is insignificant compared to the cost of potential lawsuits and the cost of going out of business. Ultimately, the true goal of disclosure is to spur businesses and agencies to improve their security infrastructure.

The potential cost of SB 1386 disclosure is a function of at least five factors:

· the number of breaches per year;
· the number of Californians that must be informed per breach;
· the direct cost of each disclosure;
· the cost of defending against lawsuits, if any; and
· the cost of damage to a company's reputation in the marketplace, per disclosure. 
Every company must make its own determination on what this potential cost will be, and determine what it is willing to spend to mitigate this risk.

There are a number of things that companies/agencies can do to mitigate this risk; however, a lot will depend on:

· their existing computing infrastructure, and its architecture;
· their technical sophistication;
· the types of activities that they conduct over the Internet; and 
· the amount that they're willing to spend to mitigate the problem.
Preventive measures can involve:

· implementing rigorous policies and controls;
· re-architecting the critical infrastructure and/or applications;
· use of encryption beyond the network;
· and more.
2.5 NORDPA

It is important to note that there is a federal law under development that parallels SB 1386.
Californian senator Diane Feinstein has introduced a law to the U.S. Senate, numbered SB 1350 and titled, “The Notification of Risk to Personal Data Act (NORDPA).”  NORDPA has a few more teeth than SB 1386 because violators can be fined up to $25,000 a day while the violations persist; but other than that it is almost exactly the same as the Californian law.

Clearly, legislation is moving on several fronts to enforce/encourage businesses and agencies to develop robust information security practices.
3 Risk Assessment
A first step in a project involving security is conducting a risk assessment.  Typically this involves inventorying the cyber assets within an organization, attempting to determine the threats and vulnerabilities to those assets, and assigning a prioritization scheme to either mitigate, or accept the risk.
   In this section we will demonstrate the basic principles of a risk assessment methodology using examples drawn from security issues around SB 1386.
The methodology discussed here is a reduced version of the OCTAVE methodology from CERT [3].  The assessment begins with a survey of assets within the organization, followed by an analysis of the threats, vulnerabilities and impacts. The OCTAVE methodology is based on scenario planning – the concept for each asset in question, you attempt to protect yourself from the truly unknown by performing an exhaustive analysis on everything that could happen to the asset.
The issue of who participates in the assessment work is central to the OCTAVE philosophy. The thought is that risk can best be assessed by the information owners, who are not necessarily the individuals responsible for the information technology or the information security. The “analysis team” should therefore include some members from other areas of the organization. Further information on choosing the team can be found at [3] page 7 of Volume 2
The specific steps are:

1. Identification of assets – this step is omitted as we are assuming the database information is the asset the client wants analyzed. In an actual assessment, the knowledge workers would come to a consensus as to which information asset might be the most critical to the organization.

2. Establishing risk tolerance levels – different organizations have different tolerance for risk, a $10,000 may constitute a high risk event in the customer’s organization, but a medium or small risk in a larger organization.

3. Creating threat trees to represent the possible threats to the asset – a graphical representation are created to illustrate threats to the asset. A spreadsheet program can be used which provides easier manipulation than a paper-based approach.

4. Mapping risk tolerance to threat trees – the risk tolerance exercise can now help the client determine to what extent a particular threat would impact the organization.

5. Assigning probability values to events – this is an optional step to show a way to introduce simple probability values into the risk assessment.

6. Mapping organization practices to a standard – comparing how the organization practices information security management in relation to set of standards is used to help establish a baseline and provide needed structure to the assessment.

7. Developing a mitigation strategy is the final step of the risk assessment – again this should be agreed upon by the knowledge workers or the analysis team responsible for the assessment.

Further details on risk assessment methodologies can be found in excellent documentation from CERT (www.cert.org/octave), NIST (www.csrc.nist.gov), or the COBIT guide from ISACA (www.isaca.org).

3.1 Identification of assets

In this paper we will assume that the organization’s assets includes a database, we shall choose the confidential (ala SB 1386) information contained in the database as our asset. 

3.2 Establishing risk tolerance levels

In order to usefully assign risk measures to threats, it is important to calibrate the risk tolerance levels of an organization – in simpler terms, it is important to understand what an organization’s definition of “high”, “medium” and “low” risk is.  

Drawing from OCTAVE, an organization should have its employees fill out questionnaires/worksheets that are designed to draw opinions on the various criteria that impact an organization.  The tolerance levels of risk can then be defined using a consensus of the collected data.

For each asset, risk measures are identified that describe the extent that a negative impact would have on various aspects of the organization (see Figure 1). This is accomplished by having the analysis team and perhaps even other employees of the organization fill out questionnaires/worksheets that are designed to assess the risks attached to the asset.  The instructions appear in [3], page 11 of Volume 3. (For the actual worksheets see [3], page 5 of Volume 4).
	Reputation/Customer Confidence
	
	

	Impact Type
	Low Impact
	Medium Impact
	High Impact

	Reputation
	Reputation is minimally effected; little or no effort or expense required to recover.
	Reputation is damaged and some effort and expense is required to recover.
	Reputation is irrevocably destroyed or damaged.


Figure 1: Sample from Impact Evaluation Criteria Worksheets
Since a compromise would have a significant impact according to the guidelines in California Senate Bill 1386, we assume (in a worse case scenario) a high impact measure to this event since it will have a high impact on the organization’s reputation (and subsequently a high financial impact as well).

3.3 Creating threat trees to represent the possible threats to the asset

This is accomplished using “threat profiles”; threat profiles are created for various scenarios and categorized into “threat trees” that create a graphical representation of the various threats that can affect our asset (see Figure 2).
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Figure 2: Example Threat Tree
The threats to an asset are described using variations on the following parameters:
· Access (network, physical, system and other)

· Actors (internal and external)

· Motive (accidental or deliberate)

Possible outcomes are “disclosure”, “modification”, “loss/destruction” or “interruption” of the asset.  

Threat trees are synthesised from information gathered from the analysis team.  Consensus data from these will give the organization an understanding of which of the different combinations of these parameters is more or less probable. 
These worksheets are available in [3] -- The Risk Profile Worksheets begins on page 9 of Volume 5: Critical Asset Worksheets for Information. In our example described in Figure 2, the disclosure of information, either from inside or outside the organization, either an accidental or deliberate act, constitutes a threat.
 The bold lines in the figures indicate a viable threat, those branches of the trees that do not have a bold line are presumed to not contain a threat that we will address. The exercise of going through these scenarios is documented in the [3]. Volume 3: Method Guidelines.

3.3.1 Using spreadsheets to manage and update the threat trees

This information can be put into a spreadsheet format as we will be adding columns to the right of the threat tree (see Figure 3).
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Figure 3: Threat Tree Transposed to Spreadsheet
As you can see from the above diagram, the information from the threat tree is simply transposed onto a spreadsheet package. The reasoning for this step is to create additional columns of information for our threat analysis, and ultimately use the rows and columns to determine which threats to mitigate and which threats to accept. 
Although this is not strictly a part of the OCTAVE methodology the authors experience leads us to believe it is easier to manipulate and store the data using this approach as opposed to recording the information in hardcopy format.
3.4 Mapping risk tolerance to threat trees

 Now that we have a graphical view of the threats to the organization loaded into a spreadsheet, they can each be given a risk level (of High, Medium or Low) by using the information collected from the questionnaires that went into building the threat trees and the definitions of the organization’s risk tolerance levels (from 3.2).  Columns are added to the right of the threat tree so as to capture the risk levels assigned to a threat by considering the following different types of impact to the organization:
· Reputation

· Financial

· Productivity

· Fines

· Safety

Other

In Figure 4, we show how the four different branches of the threat tree that describe the threat of “disclosure of data” map to risk levels under the different types of impact listed above.  In a real life application of this methodology, the rest of the columns under “Impact values” should be filled out with “High”, “Medium” or “Low,” thereby completely describing all threats to the organization and their associated levels of risk. [3] Page 49 of Volume 3 provides the detailed instructions on how to proceed with this exercise.
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Figure 4: Mapping Impact Values to Threat Tree
3.5 Assigning probability values to events (optional)

As we continue through the risk assessment process, we can attempt to assign a vulnerability measure to events. Because we may not have a lot of historical data, we can use information that is publicly available to determine the appropriate possibilities for some of these events. Recent news could lead us to believe that the chances of data compromise from a publicly accessible site could be a probable occurrence.
,

Other sources could also be used to attempt to assign probability values. If actuarial tables are available, they can provide a source of historical data. The risks forum is a newsgroup that has been tracking information risks. It has been moderated by Peter Neumann of SRI since 1985. There is a wealth of information on cyber risks, including but not limited to information security issues.
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Figure 5: Assigning Probabilities to Threats
To follow the OCTAVE guidelines for this probability step, refer to the [3], Volume 3: Method Guidelines. The section beginning on page 53 discusses probabilities and an approach to map these probabilities to asset worksheets. As in the prior exercise, the actual process would include probability values and confidence levels for all applicable branches.

This step is considered optional. It is included in the paper to demonstrate its use. It should be used when some regulations (or possibly management) may desire or require a probability component to the risk assessment.

3.6 Mapping our organizations practices to a standard

To complete the chart, we will map our security maturity against a standard. OCTAVE provides a standard called Catalog of Practices which can be used. Other standards (such as [7]) can also be used although changing from the OCTAVE Catalog of Practices will require modification of the surveys and strategy sections within the OCTAVE process to ensure consistency.

The mapping begins by answering a survey included in the OCTAVE process. This is also contained in Volume 4: Organizational Worksheets of [3]. The Security Practices Worksheet begins on page 29.

The fifteen areas displayed in the chart in Figure 6 are the Strategic and Operational Security Practice Areas as defined by the OCTAVE methodology (the first 6 are considered the strategic areas). A “Yes” from a 50%+ majority would rate a green column (denoted by a “G” in the column). If 50%+ majority or more answered “No” to a question whether the particular area was consistently practiced within the organization, it is denoted with a red (“R”) column. If no majority exists, the column is marked yellow (“Y”), or “Don’t Know”. 

The blank columns indicate areas where the information is not applicable to the particular threat tree in question. In this example “Human Actors Using Network Access” the Physical Access Control (#7) and Monitoring Physical Access (#8) are intentionally blanks as they do not apply to network access.
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Figure 6: Mapping Security Practice Areas to Threat Tree
As mentioned in the previous steps, an actual risk assessment would have nearly the entire spreadsheet populated. The Red, Yellow and Green ratings are applied to the entire threat tree, so the columns would be all Red, all Yellow or all Green for each of the 15 Security Practice Areas.

An aspect that we have not covered here is a technical component to the risk assessment. A technical vulnerability analysis is typically part of the risk assessment and can include a network analysis as well as host analysis for the networks and systems that impact the strategic asset. This can then be mapped back and included in the risk assessment.

3.7 Mitigation Strategies

Now the job comes down to trying to determine what risks to Mitigate and what risks to Defer or Accept. Consistent “Highs” across the rows intersecting with Red columns would typically cry out for the most attention. In our example of SB 1386, any disclosure event would constitute a high impact. We have decided to address the risk by focusing on Incident Management as well as Security Policy as two Strategic areas to focus on. We will also look at technical ways to protect the information defined in SB 1386.

Mitigation involves either policy or technology or a combination of the two. Mitigation can be done at either a strategic (impacting the entire organization) or a tactical (impacting the asset in question) basis. Although it is a greater amount of work to look at mitigation strategically, benefits then accrue to all organizational assets, not just the asset being analyzed.

4 Security Policies
Policy solves at least three functions for an information security program:
1. Provides a guide for users within an organization on what is and is not permissible;
2. Supports actions that are desired by management but outside the scope of the technology;
3. Creates a position for addressing regulatory requirements.
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Sample policies are included in this paper. These should follow some order in terms of hierarchy as well as audience to provide some organization and ensure the intended recipients have read and abide by the policies. The format we present here (see Figure 7) is based on a policy hierarchy outlined in [4].
Figure 7: Policy Hierarchy
The hierarchy has at the highest level a Senior Management Statement which should serve to:

· Acknowledge importance of security and policies;
· Indicate support for information security throughout the enterprise;
Commit to developing, implementing and managing standards, procedures and guidelines.
The General Organizational Policies set the overall scope and vision of the organization’s security program. Functional Policies are intended to address specific topics. Standards are considered compulsory and must be uniformly implemented throughout the organization. Guidelines can indicate best practices on specific objectives. Procedures specify the steps required for specific situations.

The reason for this level of complexity in a policy program is to allow changes in technologies or processes to function independently of the policies. The overarching policy may stay the same but the procedures may be revised to satisfy environmental changes.

Policies should emanate from a central source within an organization. Again, since this is outside the scope of this document, the reader is encouraged to pursue an architectural approach if at all possible. One approach is to define policies as subordinate to the organization’s mission.

Just as in risk assessment there are a variety of approaches to information security policy to choose from. Some of these include NIST (http://csrc.nist.gov/fasp/ -- dealing with policies at the government agency level); the IETF’s RFC 2196 Site Security Handbook outlines another approach to security policies. Finally the ISO’s 17799 (based on the British Standard BS7799) can provide a framework which policies can be created and is probably the closest approach to an international standard for a security program.

For the purpose of security concerns relating to SB 1386, there are three areas where policy needs to be addressed:

· Access Control Policy
· Information Classification Policy
· Incident Response Policy
In these examples we shall use as the organization name Impruve. Your organization name can be substituted for Impruve and the development of your policies should integrate your organization’s mission and unique circumstances. 

4.1  Sample Access Control Policy
Effective Date:  December 1, 2003 
I. PURPOSE
The purpose of this policy is to maintain an adequate level of security to protect Impruve data and information systems from unauthorized access. This policy defines the rules necessary to achieve this protection and to ensure a secure and reliable operation of Impruve information systems.

II. POLICY
Only authorized users are granted access to information systems, and users are limited to specific defined, documented and approved applications and levels of access rights. Computer and communication system access control is to be achieved via user IDs that are unique to each individual user to provide individual accountability.

III. Roles affected
This policy affects all authorized system users.  System users who deliberately violate this policy will be subject to disciplinary action.

IV. Guidelines /Best Practice
        Access controls will be applied to all computer-resident information based on its’ Information Classification (see Information Classification Policy) to ensure that it is not improperly disclosed, modified, deleted, or rendered unavailable.  
        Impruve approved system access controls will be used to limit user access to only those applications and functions for which they have been authorized. 
        Users will be granted access to information on a “need-to-know” basis. That is, users will only receive access to the minimum applications and privileges required performing their jobs. The granting of access will take into account potential conflict with segregation of duties or incompatible job functions, and the level of access required before giving approval.
       System access will not be granted to any user without appropriate approval. Management is to immediately notify Steve Kruse, acting Security Administrator and report all system access changes in user duties or employment status. User access is to be revoked immediately if the individual has been terminated. 
        Users are prohibited from gaining unauthorized access to any other information systems or in any way damaging, altering, or disrupting the operations of these systems. System privileges allowing the modification of ‘production data’ must be restricted to ‘production’ applications.
        The system will display an initial message that indicates the user is entering a private network or application and those unauthorized users should disconnect or log off immediately. 
        Users are responsible for all actions taken under their sign-on
        Workstations should invoke password-enabled screen savers
        When leaving a workstation the user is expected to properly log out of all application’s and networks.
        Unattended workstations should enforce a time-out. Resumption of access will require the user’s password.
V. Revision History
Version 1.0 Creation, November 17, 2003.

4.2 Sample Information Classification Policy

Effective Date:  December 1, 2003 
I. PURPOSE

The Information Classification Policy is intended to help employees determine what information can be disclosed to non-employees, as well as the relative sensitivity of information that should not be disclosed outside of Impruve without proper authorization. 

The information covered in these guidelines includes, but is not limited to, information that is either stored or shared via any means. This includes: electronic information, information on paper, and information shared orally or visually (such as telephone and video conferencing). 

All employees should familiarize themselves with the information labeling and handling guidelines that follow this introduction. It should be noted that the sensitivity level definitions were created as guidelines and to emphasize common sense steps that you can take to protect Impruve Confidential information (e.g., Impruve Confidential information should not be left unattended in conference rooms). 

Questions about the proper classification of a specific piece of information should be addressed to your manager.
II. POLICY
All Impruve information is categorized into three main classifications: 

· Public
· Business Confidential
· Classified
Public information is information that has been declared public knowledge by someone with the authority to do so, and can freely be given to anyone without any possible damage to Impruve. 

Business Confidential and Classified contain all other information. It is a continuum, in that it is understood that some information is more sensitive than other information, and should be protected in a more secure manner. Included is information that should be protected very closely, such as trade secrets, development programs, potential acquisition targets, and other information integral to the success of our company. 

A subset of Business Confidential information is "Impruve Third Party Confidential" information. This is confidential information belonging or pertaining to another corporation which has been entrusted to Impruve by that company under non-disclosure agreements and other contracts. Examples of this type of information include everything from joint development efforts to vendor lists, customer orders, and supplier information
III. Roles Affected

This policy affects all authorized system users.  System users who deliberately violate this policy will be subject to disciplinary action.

IV. Guidelines

These guidelines provide details on how to protect information at varying sensitivity levels. Use these guidelines as a reference only, as information may necessitate more or less stringent measures of protection depending upon the circumstances. 

PUBLIC: General corporate information; some technical information 

There are no restrictions on public data, outside of employees using their best judgement to determine actions.
BUSINESS CONFIDENTIAL: Business, financial, technical, and most personnel information
Marking guidelines for information in hardcopy or electronic form. 
Note: any of these markings may be used with the additional annotation of "3rd Party Confidential". As the sensitivity level of the information increases, you may, in addition or instead of marking the information "Impruve Business Confidential" or "Impruve Proprietary", wish to label the information "Impruve Internal Use Only" or other similar labels at the discretion of your individual business unit or department to denote a more sensitive level of information. However, marking is discretionary at all times. 
Access:  Impruve employees and non-employees with signed non-disclosure agreements who have a business need to know.
Distribution outside of Impruve internal mail:  Sent via U.S. mail or approved private carriers.

Electronic distribution:  No restrictions to approved recipients within Impruve, but should be encrypted or sent via a private link to approved recipients outside of Impruve premises.

Storage: Individual access controls are highly recommended for electronic information.

Disposal/Destruction:  In specially marked disposal bins on Impruve premises; electronic data should be destroyed. Reliably erase or physically destroy media.

CLASSIFIED: Trade secrets & marketing, operational, personnel, financial, source code, & technical information integral to the success of our company 

Access:  Only those individuals (Impruve employees and non-employees) designated with approved access and signed non-disclosure agreements. 

Distribution outside of Impruve internal mail:  Delivered direct; signature required; approved private carriers.

Electronic distribution:  All information is to be encrypted using S/MIME for email.
Storage:  Individual access controls are required for electronic information. Physical security is generally used, and information should be stored in a physically secured computer.

Disposal/Destruction:  Strongly Encouraged: In specially marked disposal bins on Impruve premises; electronic data should be deleted. Reliably erase or physically destroy media.
V. Procedures
Classified data in hardcopy format shall be labelled “Classified” on the documents themselves. Classified data shall have a creation date as well as an expiration date.
Impruve employees shall protect Classified information by encrypting data. On Microsoft Windows 2000 and XP systems, the Encrypted File System (EFS) is to be used on a file basis. In email S/MIME encryption is required.
VI. Revision History
Version 1.0 Creation, November 17, 2003.

4.3 Sample Incident Response Policy
Effective date: December 1, 2003
I. PURPOSE

The incident response policy is intended allow Impruve to respond to cyber security incidents in a consistent fashion. It is designed to integrate with incident response centers outside the organization that collect and organize information security data for the benefit of the world information community.
II. POLICY 

An information security incident is:

Any real or suspected adverse event in relation to the security of computer systems or computer networks. Examples of such events are:
• intrusion of computer systems via the network (often referred to as “hacking”)
• the occurrence of computer viruses
• probes for vulnerabilities via the network to a range of computer systems (often referred to as “scans”)
In the computer security arena, these events are often simply referred to as incidents.
III. Roles Affected

This policy affects all authorized system users.  System users who deliberately violate this policy will be subject to disciplinary action.

IV. Guidelines
The user interface for information contained on Internet/Intranet/Extranet-related systems should be classified as Classified, Business Confidential and Unclassified (Public), as defined by corporate confidentiality guidelines, details of which can be found in the Information Classification Policy. Examples of confidential information include but are not limited to: company private, corporate strategies, competitor sensitive, trade secrets, specifications, customer lists, and research data. Employees should take all necessary steps to prevent unauthorized access to this information. 

V.  PROCEDURES

Incident Reporting Procedures

The following activities are, in general, the steps to go through in the event an incident has been discovered or suspected. 

a. Contact the Incident Response Coordinator – currently Steve Kruse is acting in that role. His phone number is 650 341-9133.

b. Document the means by which unauthorized access was detected and confirmed. If possible, this should include the source network address where the incident initiated and the means by which access was granted (user id/password; network, port, application compromise, etc.).

c. Determine date and time incident occurred, and was detected.

Incident Response Procedures

a. Print audit logs from the system(s) in question. If possible, also print audit logs from the network server machines as well. Include application logs if available.

b. Disconnect the system from all networks. 

c. Disable all non-administrative logins to the system.

d. Create a “triage” team consisting of the individual who initially reported the incident, the Incident Response coordinator, and legal counsel. This team is responsible for:

i. Determining the scope of the incident – how many affected systems, networks, etc.
ii. Handling the relevant information, systems, and other artifacts. 

iii. Announcement – to whom and when the incident is reported, both inside the organization as well as outside.

iv. Feedback – ensure that the result of the incident is reported back to the originator. The incident is also incorporated into the next risk assessment cycle for Impruve.
VI. Revision History
Version 1.0 Creation, November 17, 2003.
4.4 Policy Summary

These three policies do not constitute an information security policy program. Other necessary policies would include an email policy, remote access policy, telecommuting policy, password policy, backup policy, change management policy and others. Often these are used in concert with plans in larger organizations, i.e. Incident Management Plan or Business Continuity Plan.
This is not intended to dissuade a practitioner to begin a process, but to highlight the fact that it is a significant effort if done properly, and involves organization support from senior management, human resources and information technology as well as constituents to allow the greatest chance of success. Because of this complexity, an iterative approach could make the job more manageable and determine what works and what does not in your organization.
5 Architecture and Design Considerations

It is crucial that security considerations should play a significant part in the architecture and design phases of implementing a database.  In this section we will examine a generalized 3-tier database architecture described in  Figure  from several perspectives and highlight some of the security practices that can typically be employed to prevent unauthorised access to the data.  First, we describe the main components of this architecture:
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 Figure 8: Generalized 3 tier database architecture
· The Database: This can be anything from an externally managed SQL database to just the data component of an Access or FileMaker database.  It represents the Data layer of the 3-tier architecture.
· Middleware or the application layer:  This component contains forms, access control lists and other “business logic” related aspects of the database.  It represents the reports, scripts and various forms and tools that are thought of as part of the database – it is typically hosted on a web server or application server.
· Client software:  There are two types of clients being considered in this architecture 
· internal clients to the database – clients who have access to the database via a private network (they are on the same LAN or are in a peer-to-peer setup with the database files themselves)

external clients – clients who access the database remotely.  It is assumed that this is done via the Internet, using either a browser (thin client) or a software application such as Access or FileMaker (fat client).

Administration of the database occurs at two points – the Data layer and the middleware layers.  If the organization has outsourced the hosting and management of the database, the administration of the Data layer may be limited and provided by the hosting service’s administrator.  In this situation, the organization may have limited administration privileges at the middleware component and, since all data must traverse the Internet, all clients are regarded as being “external.”

Note that in several small scale database installations (such as Access or FileMaker on a LAN or a peer-to-peer setup) the database and the middleware layer are not separated.   In this situation, simply regard all references to the middleware layer as applying to the database. 
We will discuss security aspects from the following perspectives:

· Data layer or Database security
· Application security

· Access control
· Network security
· Operating System security
Audit

Note that demarcations between these perspectives are fuzzy at best – due to the overlap, certain principles appear in more than one category.
5.1 Database Security

This perspective deals purely with data and the logical and physical storage of it.  Before beginning to architect the database it is important to understand the sensitivity of the data that will be stored in it – to this end, a data classification system is required.  This classification system should be part of the information classification policy of the organization (see 4.2).

Once it is clear what the business requirements on the database are, information that will be stored in the database should be classified using this classification system.  In the architecture phase, consideration should be given to separating different classifications of data into separate tables – such partitioning will greatly simplify designing access control mechanisms and will also make encrypting sensitive data easier.  

Certain classifications will merit encryption of the data when it is held in the file system.  Depending on the native security capabilities of the product being used, individual tables may be encrypted, or, as in the case with MS Access, tables can be separated into different database files (that link together to form the complete database) and encryption can be effected at the file level (using either tools from within the product or from the Operating System (OS) or a third party).  

5.2 Audit

Another important security related aspect to be considered at the time of database design is that of Audit.  Depending on the audit policy of the organization, all access to certain classifications of data may need to be recorded in an audit trail.  The efficient design of an audit mechanism is far from trivial.  Some considerations include:

· Audit logs may grow to prohibitive sizes – where appropriate a rolling log of the last n events may suffice.
Integrity of the audit logs – It is important to note that an audit log is an accurate record of the history of the database only when its integrity can be reasonably guaranteed.  A user with administrative rights may tamper with an audit log without leaving any trace of such an event.  The only mechanisms that truly address the integrity of audit trails involve maintaining a hash of the audit logs or digitally signing them.  These mechanisms are very sophisticated and difficult to implement and most organizations rely on the trust they have in their administrative staff.

Audit trails to monitor access to database should also be designed.  These will not record failed attempts at gaining access.  To obtain this information, audit should be enabled at the OS level for successful or failed attempts at 

· Local login
· Remote login
· Directory access at the directory where protected files related to the database are contained.
5.3 Access Control

Depending on their role within the organization, different clients of a database will require different levels of access to the database.  Understanding what these different levels of access are is a crucial part of implementing a database.  

“Access Control Groups (ACGs)” can be used to define permissions to the database and it resources.  While various products will implement ACGs, we suggest using these as an abstract design tool and documenting them as part of the design specification of the database.  They should:
· Be a function of the business rules (as well as regulatory requirements) on the use of information in the database;
· Follow the data classification system of the organization – e.g. “Full access to unclassified data AND Read access only to Private and Restricted Data AND No access to Operational and Confidential data.” (Where appropriate, access to finer grain database operations such as insert/modify/delete should also be accounted for.)
· Account for any impact of permissions on resources to the database such as scripts or reports;
· Be a logically consistent and minimal set for efficiency and on-going maintenance.
All clients (representing any sort of access to the database) must be placed in one or more access control groups.  Care should be taken to ensure that membership in multiple groups does not lead to unintended granting or denial of permissions.  

Enforcement of access control must be effected at both the middleware (via business rules) and the database.  The authentication of clients and the policing of their access control should be done at the middleware layer while administrative access to the data layer should be configured using the native security of the product used to implement the data layer.

It is expected that all users will authenticate themselves using a username and password – since authentication will occur at the middleware layer, it is suggested that administration of users take place here.  Passwords should be in accordance with the password policy for the organization and should be stored in an encrypted form.  Access to the password file should be restricted so that it cannot be modified or deleted accidentally.  

All administrative maintenance of access control groups should also occur at the middle layer.  ACGs may be implemented at this layer by encoding them into business logic or by using a role based access control product (usually quite expensive although there may be applications built into the operating system that can be used).  

Access to the database itself should be restricted to administrators and to the middleware components.  The data files that comprise the data layer should be made as inaccessible as possible to general network access – this can be done by placing them in protected folders/directories and/or using file encryption utilities (e.g. Encrypting File System (EFS) in Microsoft environments).  All default accounts that are configured as part of the installation of the database should be disabled as these are a standard point of attack 

5.4 Network Security

If sensitive data is transmitted in the clear over publicly accessible networks (e.g. wireless LANs, the Internet) it is exposed to eavesdropping and thus can be compromised.  Usernames and Passwords should also be regarded as sensitive data since compromise of these will result in identity theft and compromise of data.  Thus, all network links transmitting sensitive data and/or usernames and passwords should employ some form of encryption.  

Appearing below are the main principles to network security that should be enforced in the implementation of a database architected as in  Figure 8.

1. All traffic between the middleware layer and external clients connecting via the Internet (and not via a VPN) should occur within an SSL/TLS session.  This session may be server based but should be configured to use at least RC4 – 128 bit encryption.

2. While not essential, if it is deemed necessary to safeguard against internal attacks (i.e. attacks from within the LAN containing the database), data should always be transmitted in encrypted form.  This can be achieved by establishing IPSec tunnels between the database and the middleware layer.

3. All VPN traffic should be encrypted using IPSec or a similar protocol.

4. Remote access for administrative purposes should be restricted to SSH (secure shell) sessions only – all other common administrative access such as Telnet and FTP should be disabled.

5. Wireless LANs should not be deployed without enabling a robust security protocol (e.g. 802.1x).  Unencrypted wireless LAN traffic is extremely easy to eavesdrop.

5.5 Security guidelines for database applications
In order to develop a database application following best practices relating to security, it is important to be aware of the following fundamentals:
· Protecting data in transit with encrypted channels
· Validating user supplied inputs

· Different authentication mechanisms

Access control and secure state handling

We have covered aspects of the first and fourth principles in previous sections.  The point behind validating user supplied inputs to all applications relates to the oft used hacking technique of injecting SQL commands into an input area.  If user input is not validated, such SQL commands will be executed creating unexpected results and resulting in possible compromise of the database.  

Authentication mechanisms have been touched on in the discussion on access control.  Here we talked about username/password type authentication.  Other authentication mechanisms involve techniques that allow for authentication without transmitting passwords over a network – these include Tokens, Kerberos, PKI etc.  Because of the perceived difficulty and expense of using such systems, these mechanisms are usually employed to mitigate very high risk.  It is unlikely that they will find a ready use in the NPO sector for a while. 
5.6 Security at the operating system level
We have mentioned the use of the security measures provided by the Operating System in several places so far – we collect them here for completeness:
· Enforcing OS level restrictions to the directories or folders containing the data files of the database;

· Using OS tools where available to encrypt data files (EFS in Microsoft);

· Auditing at the OS level – this will provide a record of failed attempts at login as well as attempts at accessing protected directories etc.

6 Conclusion

Businesses and agencies have a duty of care to correctly handle information gathered by them in the course of their functioning.  Recent legislative activity such as California SB 1386 and NORDPA show that this responsibility for information security is in the process of being formalised and standardised.  Essentially, it is being made clear that a strong information security posture is important, especially when an organization handles and stores confidential material.

Information security is not a technological problem. Technology can be used to help address the problem but incorporating the stewards of the information into the process is the only way to establish a proper foundation.  The broad outline of this process is as follows:

1. Establish an overarching security policy as a first attempt at developing a security posture – this could very well involve acknowledging in a short paper, the de facto security procedures already in place (e.g. use of User ID and Password to log in to a domain);

2. Conduct risk assessments (using methodologies such as OCTAVE);

3. Once the risks to an organization are understood and prioritised in terms of severity, develop strategies to mitigate risks.  These strategies should be a combination of (further) developing policy and procedure (borrowing from standards such as ISO 17799 and NIST) and/or using technology.  
For the NPO sector, these guidelines should translate roughly into initially developing the sophistication of the organization’s policies and procedures and using the native properties of the systems that they use to implement the technological aspects.  For addressing the organization’s stance towards SB 1386, the development of policies discussing Access to systems as well Incident Detection and Response is crucial.  From the point of view of technology, mitigation of the risks of non compliance to SB 1386 includes designing the databases with security in mind, enforcing access controls using groups and using encryption where possible.  

7 References

[1]
StrongAuth's SB 1386 Frequently Asked Questions (FAQ), StrongAuth Inc., http://www.strongauth.com/sb1386/sb1386faq.html
[2]
Text of SB 1386, http://www.strongauth.com/sb1386/formatted.html, http://info.sen.ca.gov/cgi-bin/postquery?bill_number=sb_1386&sess=PREV&house=B&site=sen
[3]
The OCTAVE-S methodology, version 0.9, http://www.cert.org/octave-s/download/
[4]
Mastering to Ten Domains of Computer Security, Ronald Krutz and Russell Visor, The CISSP Prep Guide, 2001.

[5]
NIST Policy Reference, http://csrc.nist.gov/fasp/
[6]
RFC 2196 Site Security Handbook, http://www.ietf.org/rfc/rfc2196.txt?number=2196
[7]
ISO 17799 available for purchase at http://www.iso.org/iso/en/CatalogueDetailPage.CatalogueDetail?CSNUMBER=33441&ICS1=35&ICS2=40&ICS3=
[8]
Policy templates from the SANS security policy project, http://www.sans.org/resources/policies/
[9]
CERT’s resources for Incident Response, http://www.cert.org/csirts/resources.html
[10]
2nd edition of the Handbook for Computer Security Incident Response Teams (CSIRT’s), http://www.cert.org/archive/pdf/csirt-handbook.pdf. 
Appendix A. Impruve 

Impruve is a group of information security professionals who are dedicated to providing value to organizations by adopting the industry’s leading developments from governmental, research and private companies to address components of information security at an architectural level. This translates into solutions based around risk, policies and technologies. Those solutions encompass training, facilitation (implementation) and customization. Impruve’s involvement is determined by the customer’s inclination to develop their own solutions or rely on a third party to assist. 

Impruve is a licensed transition partner for Carnegie Mellon University / Software Engineering Institute’s OCTAVE risk assessment methodology. OCTAVE is a practical methodology that can help you design and implement an enterprise security system, reducing costs and timescales. With decades of practical experience implementing information security solutions, the Impruve team of information security professionals has developed a streamlined and customizable OCTAVE that is adaptable for virtually any size organization. 

Impruve has developed a life-cycle approach to information security which includes both technical elements and human elements. The technical stages move from basic firewall and anti-virus measures to sophisticated cryptographic infrastructures. The human stages involve awareness of security issues, understanding of security policies, and successful adoption of security technologies that impact the community — from user ID and passwords to cryptographic technologies that require a level of user management to be optimally effective.

Steve Kruse and Navin Keswani

Address: 
1239 Beach Park Blvd

Foster City, CA 94404

Telephone: 
650 341 9133

www.impruve.com
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� The authors are not lawyers and their comments on interpretations of the law are their own (inexpert) opinion.  Legal counsel should be consulted for precise interpretations of SB 1386 and other regulations and their impact.


� Note that there are few products that will allow data to be used by applications while always storing the data only in an encrypted form.  


� Actually there are a few more choices available; the risk can be deferred (OCTAVE terminology) as a third option. Other sources on risk management talk about the ability to transfer risk using vehicles such as insurance.


� A complete risk assessment may reveal more threats naturally; the authors have restricted the threat(s) for the sake of simplicity.


� This Method Guidelines document can really be thought of as an instruction guide for those who want to proceed through the complete OCTAVE process.


� Victoria’s Secret agrees to pay $50,000 to the State of New York as part of a settlement over its online privacy practices. New York Times, October 2, 2003. Late Edition - Final, Section C, Page 14, Column 5.  


� Orbitz investigates security breach, October 28, 2003 by Alorie Gilbert, Staff Writer, CNET News.com
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